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Applicability Domain
• Applicability Domain:

“…the response and chemical structure space in which the model makes predictions with a given reliability.”

Feature 2

Feature 1

• Red: Training set
• Blue: Test set
• Black dash: Training set feature space

Project Goal:
• Quantitatively evaluate Applicability Domain (AD) methods by measuring the correlation between AD 

metrics and prediction error



Applicability Domain Methods

Feature 2

Feature 1

• Boundary methods
• Approach

• Determine distance between test set point 
and training set boundary

• Examples
• One Class SVM
• Robust Covariance
• Isolation Forest
• Local Outlier Factor

• Anchor Distance
• The boundary of the training set space is set 

to 0



Applicability Domain Methods

Feature 2

Feature 1

• kNN method (“distance”)
• Approach

• Determine average distance between a test 
point and its k nearest training set neighbors

• Threshold Distance
• The average of:

the average distance between each training 
set point and its k nearest neighbors𝑑𝑑 =

𝑑𝑑1 + 𝑑𝑑2 + 𝑑𝑑3 + 𝑑𝑑4 + 𝑑𝑑5
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Applicability Domain Methods

Prediction

Test Index

• Confidence Interval methods
• Approach

• Use an algorithms internal calculation of 
prediction uncertainty

• Examples
• Random Forest has a prediction for each 

individual tree, from which prediction 
uncertainty is calculated

• Gaussian Process uses a kernel to calculate 
similarity between compounds which gives 
prediction uncertainty

• Consensus methods have predictions from 
multiple models, from which prediction 
uncertainty is calculated

• Threshold measure
• Average uncertainty for training set 

predictions

Worst reliability

Best reliability
Middle reliability



Distance Measures



Random Forest
Scaled Filtered Filtered and Scaled



Support Vector Regressor
Scaled Filtered Filtered and Scaled



k-Nearest Neighbors
Scaled Filtered Filtered and Scaled



Gaussian Process
Scaled Filtered Filtered and Scaled



Supplemental



Distance Measures
• Euclidean

• NOT scale invariant
• Behaves poorly in higher dimensions

• Cosine distance
• Does not take magnitude of vectors into account

• Manhattan (cityblock)
• Less intuitive than direct distance measures

• Chebyshev
• Typically used for very specific cases

• Minkowski
• Has a hyperparameter p which should be varied to fit the test case

• Jaccard (~Tanimoto)
• Dependent on dataset size

• Haversine
• Assume points lie on a sphere

• Sorensen-Dice
• Weights sets inversely proportional to their size, giving potentially undue importance to some



Boundary Measures
• Define a contour around the training space (in p dimensions, for an (n x p) training set)
• Provide a decision function which gives a distance to boundary
• Any observations outside the contour (dec. func. < 0) are outside of AD

• One Class SVM
• Kernel method to draw a hypersphere around the training space

• Robust Covariance
• Assumes the distribution of the training data and fits an ellipse based on this assumption

• Isolation Forest
• Random forest type method which uses average path length to a training sample as a proxy for 

a decision function
• Local Outlier Factor

• Determines local density around training points to determine if a test point lies outside the 
training space
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